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Abstract 

 Aircraft survivability is a broad subject that encompasses many fields and 

subjects.  An important part of aircraft survivability is fire prevention. Flashes created by 

ballistic impacts are a very real threat to aircraft because they can start fires or cause 

explosions.  In an effort to better protect against these flashes, this study seeks to further 

the understanding and characterization of them. 

 Recent research on this subject has been greatly helped by the use of high-speed 

video footage of flash events.  This footage has led to new algorithms and methodologies 

for how to characterize a flash.  A preliminary predictive model of a flash event has 

already been made, but needs to be refined before implementation.  This research effort is 

dedicated to further refining and developing this predictive model by finding a new time 

series model that more aptly describes the shape of the analyzed data.  To this end, new 

data have been created and analyzed, and a new predictive flash model has been created.  

This model has been validated and proven to be adequate.  Even though there is some 

amount of work that can still be done to enhance it, it is recommended that this model be 

implemented into the current flash prediction tools. 
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BALLISTIC FLASH CHARACTERIZATION OF  

ENTRY-SIDE FLASH 

 
 

1. Introduction 

1.1. Background 

 Aircraft survivability studies encompass a wide variety of projects designed to 

further the understanding of what causes damage to and destroys aircraft.  These studies 

allow designers to make predictions on how survivable an aircraft will be.  These 

predictions lead to more informed decisions in aircraft design and use which, in turn, 

hopefully lead to less battlefield casualties and more cost savings in aircraft design. 

 One major part of aircraft survivability is the analysis of incoming projectiles.  

Incoming projectiles come in countless varieties, but two primary types are armor 

piercing incendiary (API) rounds and fragments from exploding missile warheads.  API 

rounds are specifically designed to penetrate and burn while warhead fragments are 

simple steel shards that are nevertheless very dangerous to aircraft.  Kinetic energy from 

incoming steel fragments can deform and penetrate aircraft materials.  At high speeds, the 

energy given off from the fragment can even cause the oxidation of the target and small 

flakes of the fragment dispersed by an impact (spall).  This oxidation of the target and 

spall causes relatively small, but very intense, flashes to occur.  Figure 1.1 shows a rough 

illustration of flashes created by an incoming fragment. 
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Figure 1.1 Illustration of a Ballistic Impact Flash [2] 

These flashes may be far less extensive than those created by API rounds, but they are 

capable of igniting any flammable liquids present.  This presents an obvious threat to 

aircraft survivability.  Explosions or fires from such a flash igniting any on board liquids 

could be catastrophic for an aircraft. 

 The 46th Test Group, Survivability Analysis Flight at Wright Patterson Air Force 

Base has worked for years studying ballistic penetrations.  They analyze these types of 

flash events using high-speed video.  Analysis of this video is done in an attempt to 

characterize the flash by using the initial parameters of the shot.  Past studies have 

focused on five aspects of the shot: initial projectile velocity, projectile size, target 

material type, target thickness, and the angle of obliquity between the shot line and the 

target. 

1.2. Problem Statement 

 Previous work by Henninger (2010) and Talafuse (2011) have created a 

preliminary entry-side flash model for predicting the size, shape, position and orientation 

of the flash at any given time based on the initial parameters of the shot.  This 

preliminary model and the methodology upon which it is based still need to be refined 

and further developed in order to create a more accurate entry side flash model.  The 
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Henninger (2010) time series model used by Talafuse (2011) was somewhat questionable 

in its validity.  Use of a new time series model for the flash event could create more 

accurate results when combined with Talafuse’s (2011) methodology of creating a meta-

model based on the initial parameters of the shot. 

 In addition, the datasets used in previous research efforts have been hampered by 

small size and unusable data.  A new designed experiment which corrects these problems 

is necessary to fully flesh out the properties that have a significant impact on the flash 

event.   
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2. Literature Review 

 This chapter provides information on the foundations of the current research 

effort.  The basis for this effort starts with a series of four AFIT theses written from 1991-

1993.  These theses provide insight into how ballistic impact flashes were characterized 

in the past.  From there, this chapter examines the more current work that has been done 

on the subject.  Bestard and Kocher (2010) created a mathematical algorithm allowing 

them to collect data on flash size and position based on high speed video footage of flash 

events.  Both Henninger (2010) and Talafuse (2011) helped refine this data collection 

method in their research.  Henninger (2010) attempted to describe the size of a flash with 

respect to time. Talafuse (2011) then worked towards expanding this model in order to 

describe and the size and duration of a ballistic impact flash based on the characteristics 

of the target panel and impacting projectile.  Lastly, this chapter describes the basic 

aspects of survivability analysis, and the particular tools that are of interest to this 

research effort. 

2.1. Reynolds 1991 

 Reynolds [9] studied the incendiary functioning (IF) of Soviet armor piercing 

incendiary (API) projectiles impacting graphite/epoxy composite panels. Until his effort, 

most studies had concentrated on metal targets. Reynolds used multivariate analysis and 

response surface methodology to reveal a negative correlation between projectile residual 

mass and incendiary functioning.  

 Before Reynolds’ research, most vulnerability assessments relied on a 

government study from the 1960s called Project THOR. This study showed that target 

material and projectile characteristics (weight, speed, angle, etc.) were both important 
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factors in determining projectile penetration. One limitation of the study was that it did 

not examine incendiary or high explosive effects [9].  

 Based on Project THOR’s results, the Joint Technical Coordinating Group for 

Munitions Effectiveness (JTCG/ME) published the Penetration Equations Handbook for 

Kinetic-Energy Penetrators.  This handbook is used to determine whether or not an API 

round will function based on the target material.  The handbook has five different levels 

of incendiary functioning:  Incendiary fails to function, functions completely, partially 

functions, slow-burns, or has a delayed function.  If a projectile or material was not 

tested, correction factors can be applied to the equations to account for the difference.  

Unfortunately, these correction factors are not accurate for describing the effects of 

composite materials. 

 In an effort to update this handbook, Reynolds analyzed test data of Soviet 

12.7mm API rounds fired at different angles against various composite material 

thicknesses.  API rounds are specifically designed to ignite flammable liquids in their 

targets by having a metal jacket over incendiary material.  On impact with the target, the 

metal jacket is intended to penetrate the target and peel away exposing and igniting the 

incendiary material underneath.  If the round punctures hydraulic or fuel lines, the 

flammable liquids contained in those lines may be ignited by the incendiary material. 

 The four predictor variables that Reynolds used to derive formulas for residual 

mass (RM), residual velocity (RV) and incendiary function (IF) were impact velocity 

(IV), impact mass (IM), ply thickness (PLY), and impact obliquity angle (ANG).  

Reynolds also derived models for two types of IF.  Type I indicated an entry-side 

functioning that could ignite fuel, while for Type II was classified as a non-function.  The 
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regression equations that resulted produced a numerical result which was rounded into 

one of the following 5 categories: 

0 - No Function 

1 - Delayed Function 

3 - Slow Burn 

4 - Partial Function 

5 - Complete Function 

 Reynolds research expanded on JTCG/ME so that it included composite targets, 

but still left room for improvement in regards to the classification of incendiary 

functioning. 

2.2. Knight 1992 

 Knight [6] re-examined the past work and sought to create a better model for 

residual velocity, residual mass and incendiary function of an API projectile.  He used 

regression analysis, discriminant analysis, and neural networks to analyze data from 

12.7mm and 14.5mm API rounds impacting graphite/epoxy composite panels. 

 Wright Laboratories Survivability Enhancement Branch ran the tests used for 

Knight’s study.  Out of the tests run, 281 shots were deemed valid for analysis of IF.  The 

experiment used high-speed flash photography to document IF, and separated the IF for 

each shot into one of three classifications: 

#1: 2-group classification (nonfunctioning and functioning) 

#2: 2-group classification (nonfunction (entry-side functions included) and mixed) 

#3: 3-group classification (entry-side, nonfunctions, and mixed) 
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The mixed category included complete, delayed, slow burn, and partial functioning shots 

[6]. 

 Knight found a neural network algorithm the best method for classifying each 

shot into one of three categories:  frontal (entry side function), mixed functioning 

(includes all types of function), and nonfunctions.  The classifications he used were 

approximate values based on expert observation of the shot results, but were not specific 

in terms of flash size or duration. 

2.3. Lanning 1993 

 Lanning [7] expanded Knight’s work by examining the impact of API projectiles 

on two composite panels.  Lanning only examined IF in relation to the residual projectile 

mass and found that IF was not a quantifiable variable.  Technology available at that time 

made studying IF an inexact science where it was typically categorized into one of seven 

categories:  non-function, partial, slow burn, frontal, delayed, complete and total.  These 

categories are similar to what Knight observed in that they were very approximate 

measurements. 

 Because Lanning was studying impacts on two panels, the possible results of the 

IF were expanded.  However, with only 52 data points to work with, he reduced the 

number of IF categories to two.   Like Knight, Lanning also found neural networks to 

yield promising results.  He also noted that composite panels require a higher projectile 

velocity to produce flashes, and that the flashes produced had a longer duration than 

those associated with aluminum panels. 
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2.4. Blythe 1993 

 Blythe [4] was one of the first to study flashes produced by metallic impact on a 

target.  His study concentrated mostly on the residual velocity and residual mass of the 

projectile, but also attempted to find a correlation to the exit-side flash produced by the 

impact.  Blythe mentions similar work done previously by Ritter in 1986 and 1989, but 

notes that studies on exit-side flashes have not been done much prior to that time. 

 Blythe’s study used steel fragments fired from 20mm and 30mm guns impacting 

aluminum and composite targets.  He studied three different impact velocities between 

4,000 fps and 10,000 fps.  He observed exit-side flashes on the aluminum panels starting 

with the mid-velocity shots (~7,000 fps) and on the composite panels only with the high-

velocity shots (~10,000 fps).  Blythe noted that the flashes from the aluminum panels 

peaked much more quickly than the composite panel flashes (0.2 milliseconds compared 

to 1.1 milliseconds).  Blythe did not make any type of flash model, but did recommend 

that future studies on exit-side flashes for composite panels concentrate on the 7,000-

9,000 fps range to determine a more exact minimum velocity for flash generation. 

2.5. Bestard and Kocher 2010 

 Recent, technological advances allow for capturing ballistic impact flashes on 

high-speed video yielding a frame rate conducive to image processing.  Using this new 

technology, Bestard and Kocher [2] used image processing algorithms to enclose the 

flash inside an ellipse which they accomplish on a frame-by-frame basis.  Figure 2.1 

shows an example of an encapsulating ellipse produced by this process.  Because of the 

inherent noise of the flash, they used a numerically stable method based on least squares 

minimization to create the ellipse for each flash.  Measurement data from each ellipse 



9 

provides an estimate of the flash position, size (in X and Y coordinate dimensions) and 

orientation as a function of time for the duration of the flash. 

 

Figure 2.1 Video Frame with Entry and Exit Flashes and Fitted Ellipses [2] 

Given a set of n boundary data points (𝑥⃗𝑖 and 𝑦⃗𝑖), the definition of an ellipse is 

𝐹(𝑥, 𝑦) = 𝑝1𝑥2 + 𝑝2𝑥𝑦 + 𝑝3𝑦2 + 𝑝4𝑥 + 𝑝5𝑦 + 𝑝6 = 0, 𝑝22 − 4𝑝1𝑝3 < 0 

Bestard & Kocher [2] expressed the ellipse-specific fitting problem as a constrained 

minimization problem 

mina�⃗ ‖𝑫𝑎⃗‖  subject to 𝑎⃗𝑇𝑪𝑎⃗ = 1 

where 

𝑫 = �
𝑥�12 𝑥�1𝑦�1 𝑦�12 𝑥�1 𝑦�1 1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑥�𝑛2 𝑥�𝑛𝑦�𝑛 𝑦�𝑛2 𝑥�𝑛 𝑦�𝑛 1

� , 𝑎⃗ = �𝑎⃗1𝑎⃗2
� , 𝑎⃗1 = [𝑝1 𝑝2 𝑝2], 𝑎⃗2 = [𝑝4 𝑝5 𝑝6] 

and 

𝑪 = �𝑪1 𝟎
𝟎 𝟎� ,𝑪1 = �

0 0 0
0 −1 0
2 0 0

� 

The optimal solution of the system corresponds to the eigenvector of 𝑎⃗.  
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 This algorithm provides a time series of ellipse positions (S), sizes (A), and 

orientations (𝜑) for each test event whose parameters are given by: 

𝑆(𝑡𝑖) = �𝑥0,𝑖
2 + 𝑦0,𝑖

2 ,𝐴(𝑡𝑖) = 𝜋𝑟𝑥,𝑖𝑟𝑦,𝑖, and 𝜑(𝑡𝑖) =
1
2
𝑎𝑟𝑐𝑐𝑜𝑡 �

𝑝1 − 𝑝3
𝑝2

� 

where: 

𝑥0,𝑖 =
2𝑝3𝑝4 − 𝑝2𝑝5

4𝛽
, 

𝑦0,𝑖 =
2𝑝1𝑝5 − 𝑝2𝑝4

4𝛽
, 

𝑟𝑥,𝑖 = �
𝛼

𝛽(𝑝3 − 𝑝1) − 𝛾
, 

𝑟𝑦,𝑖 = �
𝛼

𝛽(𝑝1 − 𝑝3) − 𝛾
, 

and: 

𝛼 =
1
2

(𝑝1𝑝52 + 𝑝3𝑝42 + 𝑝6𝑝22 − 𝑝2𝑝4𝑝5 − 4𝑝1𝑝3𝑝6), 

𝛽 = �
𝑝22

4
− 𝑝1𝑝3��1 +

𝑝22

(𝑝1 − 𝑝3)2, 

𝛾 = (𝑝3 + 𝑝1). 

 Bestard and Kocher tried to generalize the overall displacement and flash size. 

They concluded that the components of the flash trajectory (i.e., the x and y components) 

were hard to establish, but that the overall displacement (S) generally follows a 

logarithmic trajectory [2]. They observed that fragment flashes on the impact side show 

rapid growth and slower decay while exit side flashes exhibit slower growth and decay. 

Data were collected on the magnitude of the major radius and minor radius for entry-side 
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flash, where the major radius is the semi-major axis and the minor radius the semi-minor 

axis of the ellipse. No function was fit to these components; however, Bestard and 

Kocher noticed that the function for a Weibull distribution closely resembles the time 

series of the data describing the overall area of the flash cloud for an entry-side flash.    

 Bestard and Kocher also concluded that orientation of the flash clouds are not 

clear and with orientation ranges between 0° and 90°, the most plausible simplification of 

these variations is to consider a constant orientation, found by taking the average of the 

orientation time series [2]. 

 The subsequent efforts use the flash data generated by the Bestard and Kocher 

image processing methods to create predictive models of the flash event. 

2.6. Henninger 2010 

 Henninger [5] used the algorithm developed by Bestard and Kocher to create a 

time-based empirical model of a flash event.  Henninger examined test data from eight 

selected shots of steel fragments against bismaleidmide resin (BMI) targets collected by 

the 46th Test Group, Survivability Analysis Flight.  Based on previous research, 

Henninger’s designed experiment varied four factors:  projectile weight, projectile 

velocity, target panel thickness, and impact angle of obliquity.  He focused on analyzing 

both the X-axis and the Y-axis radii of the entry-side flash.  Based on this analysis, he 

found that a quartic model provided a good fit to the flash radius over time, as seen in 

Figure 2.2. 
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Figure 2.2 Quartic Fit of X-Radius vs. Time 

This model takes the form 

𝑟𝑥𝑖(𝑡) = 𝑥1𝑡 + 𝑥2𝑡2 + 𝑥3𝑡3 + 𝑥4𝑡4 + 𝑥𝑖 (2.1) 

𝑟𝑦𝑖(𝑡) = 𝑦1𝑡 + 𝑦2𝑡2 + 𝑦3𝑡3 + 𝑦4𝑡4 + 𝑦𝑖 . (2.2) 

 Henninger also combined replicates with the same design settings and fit a quartic 

model to these combined data sets. He found that these models had an averaging effect 

between the two replicates and was not as accurate in modeling the flash radius. This can 

be seen in Figure 2.3. He also combined data sets across projectile weights, with similar 

results. 

 

Figure 2.3 Combined Model: X-Radius vs. Time 
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 Henninger concluded that aggregating the data added to the error but did not add 

to the fidelity of the model.  Henninger also found that the residuals of the model had 

non-constant variance and were not normally distributed.  This led Henninger to suggest 

that a better model for the flash radius would be of the form 

𝐹𝑙𝑎𝑠ℎ𝑅𝑎𝑑𝑖𝑢𝑠 = 𝑓(𝑡𝑖𝑚𝑒) + 𝑔(𝑡𝑖𝑚𝑒) (2.3) 

where 𝑔(𝑡𝑖𝑚𝑒) represents the error in terms of a time series model [5].  He did not 

investigate the 𝑔(𝑡𝑖𝑚𝑒) component in his work. 

2.7. Talafuse 2011 

 Talafuse [10] attempted to expand Henninger’s quartic model so that it could be 

used to predict the size, shape and position of the entry side flash over time based on the 

parameters of the incoming projectile.  Talafuse introduced the concept of a meta-model 

that would predict the coefficients of Henninger’s time dependent model based on the 

parameters of the incoming projectile.  Talafuse intended the meta-model to predict all 

four coefficients of the quartic model (𝛽𝑖) based on the velocity of the incoming 

projectile, the thickness of the target panel, the mass of the incoming projectile, and the 

angle of obliquity between the shotline and the target panel.  His initial meta-model 

equation is included below: 

𝛽𝑖 = 𝑏0 + 𝑏1(𝑇ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠) + 𝑏2(𝐴𝑛𝑔𝑙𝑒) + 𝑏3(𝑀𝑎𝑠𝑠) + 𝑏4(𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦), 𝑖 = 1, … ,4 (2.4) 

where each 𝑏0,…,𝑏4 are specific to each 𝛽𝑖, and where 

𝐹𝑙𝑎𝑠ℎ𝑅𝑎𝑑𝑖𝑢𝑠(𝑡𝑖𝑚𝑒) = 𝛽1𝑡 + 𝛽2𝑡2 + 𝛽3𝑡3 + 𝛽4𝑡4.  (2.5) 

 Talafuse based his model on the analysis of 72 shots of steel projectiles at 

bismaleidmide resin targets.  Unfortunately, in the majority of the shots, the image left 

the screen before the flash was complete, thus censoring the processed data.  Only 21 of 
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the 72 shots were usable for analysis due to these difficulties.  When the resulting 

reduced dataset was analyzed, panel thickness was found to be the only significant 

parameter in predicting the flash model.  This changed the original meta-model equation 

to a simplified version: 

𝛽𝑖 = 𝑏0 + 𝑏1(𝑇ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠), 𝑖 = 1, … ,4. (2.6) 

The resulting model predicted the flash radius with a fair amount of accuracy as shown 

below in Figure 2.4:  

 

Figure 2.4 Predicted vs. Actual Radius Comparison for One Shot of Talafuse Model [10] 

 Note that the behavior of the flash model in Figure 2.4 depicts growth of the flash 

later in the duration versus the observed dissipation.  This undesirable behavior was more 

pronounced in the current research effort, and is addressed in the next chapter. 

2.8. Survivability Analysis 

 Survivability analysis, in general, studies how vulnerable designs of vehicles are 

to damage.  For aircraft this involves studying a multitude of different parameters that 
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relate to two different probabilities: the probability of the aircraft being hit, and the 

probability of the aircraft being destroyed or disabled given that it has been hit [1].  These 

probabilities are then used in simulations of battle scenarios to better understand the 

limitations and uses of aircraft.  The specific survivability models that the current 

research effort is being used in are the FPM and the COVART model. 

2.9. COVART 

 The Computation of Vulnerable Area Tool (COVART) model predicts the 

ballistic vulnerability of vehicles (fixed-wing, rotary-wing, and ground targets), given 

ballistic penetrator impact. Each penetrator is evaluated along each shotline (line-of-sight 

path through the target). Whenever a critical component is struck by the penetrator, the 

probability that the component is defeated is computed using user defined conditional 

probability-of-component dysfunction given a hit (Pcd/h) data. COVART evaluates the 

vulnerable areas of components, sets of components, systems, and the total vehicle. In its 

simplest form, vulnerable area is the product of the presented area of the component and 

the Pcd/h data. The total target vulnerable area is determined from the combined 

component vulnerable areas based upon various target damage definitions. 

 COVART can model several penetrators: a single missile fragment, a set of 

missile fragments, a single Man Portable Air Defense (MANPAD) missile, a single 

Armor Piercing Incendiary (API) projectile, and a single High Explosive Incendiary 

(HEI) projectile. COVART can also model the damage mechanisms induced by threat 

penetrators. Damage is modeled using several methods. Analysts' selection of the damage 

mechanism modeling method depends upon the penetrator type and failure modes of the 

equipment being modeled. Physical damage criteria, such as hole size or damage 
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distance, are preferred because they can be directly related to live tests. Distance criteria 

are used to model blast and hydrodynamic ram induced damage. Hole size criteria is used 

to model functional failures due to liquid leaking from a container. Air-gap distance 

criteria are used to model sustained fires from threat induced leaks of flammable 

materials. Other equipment damage is modeled using penetrator impact mass and velocity 

relationships. A given component may be vulnerable to several damage effects. The 

COVART model uses failure analysis trees (fault trees) to assess the cascading effects of 

damage. The fault trees use data obtained from ground simulators (flight controls 

simulators, hydraulic system simulators, avionics coolant simulators, fuel system 

simulators, electrical power simulators) to enhance the robustness and quality of failure 

predictions.  

 COVART requires data characterizing the threat; velocity, material etc. The 

model also needs specific data on the materials and thicknesses of aircraft components. 

Required inputs for the critical components, for the kill level being analyzed, include 

Pcd/h data and fault tree data for redundant components. The COVART model assumes 

the penetrator or fragment travels along the shotline, ricochet and spall are not modeled, 

and blast effects are not considered. The COVART model determines the component and 

aircraft vulnerable areas as a function of the kill level for the specified attack directions. 

Numerous kill levels can be modeled [1]. 

2.10. FPM 

 The Fire Prediction Model (FPM) is an engineering tool used by COVART that 

predicts the probability and characteristics of a fire produced by a ballistic impact.  It 

simulates the events that occur when a ballistic projectile penetrates a vehicle and 
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impacts a container holding a flammable liquid.  It includes a library of common risks 

such as API and high explosive incendiaries, as well as sparks and hot surfaces.  FPM 

also includes fluid properties for many types of jet fuel and hydraulic fluids and even 

models fire suppression agents [3]. 

2.11. Summary 

 Early studies of ballistic impact flashes were hampered in large part by a lack of 

sufficient video technology to capture the flash.  As such, early studies focused more on 

classifying the type of flash to predict the type of flash produced for incoming projectiles. 

 The more current work uses high-speed video technology along with the ellipse 

generating algorithm developed by Bestard and Kocher (2010) to create data of the actual 

size and shape of ballistic impact flashes over time.  This flash data was then analyzed to 

characterize and predict the size, shape and position of the flash over time based on the 

parameters of the incoming projectile.   

 The next chapter describes the current methodology of how these ballistic impact 

flashes can be characterized and presents a new model for predicting these flashes. 
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3. Methodology 

 This chapter details the overall methodology of the current research effort.  It 

starts with how the data was collected using a similar but slightly improved method.  It 

then goes on to detail the analysis effort where the previous model suggested by Talafuse 

(2011) was examined and later replaced by the current model.  Lastly it describes the 

validation methods used to ensure that the current model is an improvement on the 

current flash prediction algorithms being used in the FPM. 

3.1. Experimental Design and Setup 

 The data collection for this research effort was conducted according to the 

improved design defined by Talafuse (2011).  The experiment is described in detail 

below, and is very similar to the experiment on which Talafuse based his research.  A few 

small changes were made to the original process so that more of the shots would be 

usable for data analysis.  In designing the experiment the following five factors were 

considered. 

1. Projectile Velocity 

2. Obliquity Angle 

3. Target Panel Material 

4. Target Panel Thickness 

5. Projectile Mass 

The first four factors were tested at two different levels while projectile mass was tested 

at four levels.  Table 3.1 shows the design points for each factor. 
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Table 3.1 Design Factor Values 

Factor Variable Values Units 

Projectile Velocity vel  
4000 

fps 
7000 

Obliquity Angle  oblq 
0 

degrees 
45 

Target Panel Material  matrl 
AL 2024 

n/a 
AL 7075 

Target Panel Thickness  thick 
0.063 

inches 
0.25 

Projectile Mass  mass 

20 

grams 
40 
75 

150 
 

 A full factorial design for this test setup requires 64 shots (2×2×2×2×4 = 64).  

This full factorial design was preformed with five replicates for each design point.  In 

other words, every level of every design factor was tested in combination with every 

level of every other design factor, and each individual configuration was tested five 

times.  The five replicates of each design point were done to provide a more statistically 

significant result.  This resulted in a test with 320 test shots (64×5 = 320).  The designed 

experiment can be found in Appendix A.   

 The 46th Test Group, Aerospace Survivability Analysis Branch, at Wright 

Patterson Air Force Base conducted the preceding test in 2010.  The projectiles used were 

steel fragments and the target panels were either 2024 or 7075 Aluminum as designated 

by the test design.  A diagram of the test setup can be seen below in Figure 3.1.  The 

model is not perfectly accurate, but can be used to get a good idea of what the test range 

looked like. 
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Figure 3.1 Diagram of Experimental Test Setup [10] 

 Break paper was used to determine the velocity of the projectile in most cases.  

Two sets of break paper were set up in front of the target with a known distance between 

them.  When the projectile breaks the paper, it disrupts the electrical current running 

through the paper which triggers a timing device.  Knowing the time the projectile took 

between the two break papers allows us to compute its velocity.  This velocity was the 

value used for analysis on most of the shots.  For some of the shots in the experiment the 

break paper did not function properly and returned no value for the velocity.  In these 

cases, the velocity used for analysis was calculated based on the high speed video footage 

of the shot.  This value was calculated for all shots and tended to be close to the speed 

calculated from the break paper. 

 Two high speed video cameras recorded each shot.  Both cameras were placed 

somewhat back from the target to ensure that the entire flash was captured on film.  One 
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of the cameras was located directly above the target panel and looking down.  This 

camera recorded all of the shots.  The second camera was located on the side of the 

testing apparatus.  If it had been pictured in Figure 3.1, it would be on the left, looking 

directly at the side of the target.  This second camera only recorded shots with 0 degree 

obliquity because the shots with 45 degree obliquity turned the plate such that the camera 

was not pointed directly at the side of the plate.  For this reason the data obtained from 

the side view camera was not used in the analysis. 

 Most of the shots produced useable data, but some of the shots either did not 

produce a flash or produced a flash that was too brief to be used for the analysis.  In all 

283 shots out of the original 320 were used for analysis.  A complete listing of the used 

shots grouped by their corresponding shot parameters can be found in Table 4.8. 

3.2. Data Analysis 

 The video data obtained was analyzed using the Bestard and Kocher method, and 

it is assumed that the image processing data from that analysis accurately reflects the 

actual flash size during the test.  The work done by both Henninger and Talafuse used a 

quartic time series model to describe the data.  This approach of using a quartic model for 

the time series was reexamined as part of the current research effort.  Figure 3.2 below 

shows an example of the Talafuse model compared with one of the shots from the dataset 

used to create that model.  As can be seen from the figure, the model predicts the largest 

y-radius to occur just before time step 60.  This shot was the only shot in the entire 

dataset used to create this model that has a flash radius larger than zero at time step 60.  

The quartic model clearly overestimates the size of the flash radius at times beyond the 
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average flash duration.  Because of this behavior in the old model, other model types 

were investigated early in the analysis process. 

 

Figure 3.2 Example of Talafuse Model [10] 

 In the paper by Bestard and Kocher it was noted that the shape of the time series 

flash data closely resembled the shape of a Weibull probability distribution function 

(PDF).  This function can take on a multitude of different shapes based on its parameters.   

Figure 3.3 shows several of the possible shapes of the Weibull PDF. 

 

Figure 3.3 Weibull Probability Distribution Function 



23 

 The Weibull PDF is not a linear function, and because of that it is slightly more 

complicated to estimate using least squares.  However, the Weibull PDF has advantages 

over the quartic function when it is applied to this research.  The Weibull PDF has fewer 

governing parameters which means that fewer data points are required for a regression 

using this function.  In other words, more shots are available for analysis with the 

Weibull PDF because it can be used to analyze shots with fewer data points.  Also, by 

setting the parameter that governs the shape of the function to one value, the Weibull 

PDF will more consistently create an appropriate regression of the data.  Appendix B 

shows some comparisons of the quartic regression and a scaled Weibull PDF regression 

of the actual data.   

 Because of these advantages, the scaled Weibull PDF below was chosen as the 

time series model for the data. 

𝐹𝑙𝑎𝑠ℎ 𝑅𝑎𝑑𝑖𝑢𝑠(𝑡) = 𝛾 ��
𝛼
𝛽
� �

𝑡
𝛽
�

(𝛼−1)
𝑒−�

𝑡
𝛽�

𝛼

� 
(3.1) 

In order to make the regression more predictable, the shape parameter (𝛼) was set to 1.5.  

This results in the following equation which has only two parameters (𝛽and 𝛾): 

𝐹𝑙𝑎𝑠ℎ 𝑅𝑎𝑑𝑖𝑢𝑠(𝑡) = 𝛾 ��1.5
𝛽
� �𝑡

𝛽
�

(1.5−1)
𝑒−�

𝑡
𝛽�

1.5

�  (3.2) 

 Equation 3.2 was used in the Levenburg-Marquardt algorithm to produce the least 

squares model.  Similar to the Talafuse model, the parameters generated by this were 

assumed to be linearly correlated with the shot parameters in Table 3.1.  As such the 

following meta-model was proposed for predicting the parameters of the time series 

model: 
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𝑀𝑜𝑑𝑒𝑙 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 = 𝑏0 + 𝑏1(𝑣𝑒𝑙) + 𝑏2(𝑜𝑏𝑙𝑞) + 𝑏3(𝑚𝑎𝑡𝑟𝑙) + 𝑏4(𝑡ℎ𝑖𝑐𝑘) + 𝑏5(𝑚𝑎𝑠𝑠). (3.3) 

 𝑏0, 𝑏1, … , 𝑏5 are different unique for 𝛽 and 𝛾 for both the X and Z radii of the 

flash.  Also, 𝑚𝑎𝑡𝑟𝑙 is an indicator variable where 1 indicates that the target panel is made 

of 7075 Aluminum and 0 indicates that the target panel is made of 2024 Aluminum.  For 

example, a 30 gram shard of metal impacting a panel of 7075-T651 Aluminum (which is 

.25 inches thick) at a velocity of 5000 fps and with zero degrees of obliquity will create a 

flash.  The model predicts the size of the flash by first calculating the coefficients of the 

scaled Weibull PDF: 

For the X radius: 

𝛽𝑥 = 𝑏0 + 𝑏1(5000) + 𝑏2(0) + 𝑏3(1) + 𝑏4(. 25) + 𝑏5(30) 

𝛾𝑥 = 𝑏0 + 𝑏1(5000) + 𝑏2(0) + 𝑏3(1) + 𝑏4(. 25) + 𝑏5(30) 

For the Z radius: 

𝛽𝑧 = 𝑏0 + 𝑏1(5000) + 𝑏2(0) + 𝑏3(1) + 𝑏4(. 25) + 𝑏5(30) 

𝛾𝑧 = 𝑏0 + 𝑏1(5000) + 𝑏2(0) + 𝑏3(1) + 𝑏4(. 25) + 𝑏5(30) 

Note that all four equations above have unique values for 𝑏0, 𝑏1, … , 𝑏5.  The resulting 

four parameters are then used as the parameters of the scaled Weibull PDF so that: 

𝑅𝑥(𝑡) = 𝛾𝑥 ��
1.5
𝛽𝑥
� � 𝑡

𝛽𝑥
�

(1.5−1)
𝑒−�

𝑡
𝛽𝑥
�
1.5

�  (3.4) 

𝑅𝑧(𝑡) = 𝛾𝑧 ��
1.5
𝛽𝑧
� � 𝑡

𝛽𝑧
�

(1.5−1)
𝑒−�

𝑡
𝛽𝑧
�
1.5

�   (3.5) 

Where Rx is the radius of the elliptical boundary of the flash in the X direction at time t 

(Rz is the radius in the Z direction).  These radii define the size of an ellipse at time t.  

This ellipse is the predicted size of the flash at time t.   
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3.3. Validation Methods 

 In order to make sure that the model is accurate, a few forms of validation were 

done.  The model could not be compared to any model currently in use for the prediction 

of a front face flash because no such model exists.  As a result, cross validation was 

preformed to make sure that the model is adequate.  The dataset used to create the model 

was split into two batches.  Separate models were created from each batch and compared 

with the data from the other batch.  The mean square error and of the two models was 

compared.  As a further measure, the area under the curve of the model was compared to 

the area under the curve for the data.  The details of the validation are addressed later in 

Validation section of chapter 4. 
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4. Results and Analysis 

 This chapter describes the initial analysis, the changes to the model that resulted, 

the following analysis of the full dataset and the final results produced.  Also included are 

the current model equations and parameters and a presentation of the validation work 

done on the model.   

4.1. Initial Analysis 

 As mentioned in section 3.3, the data was split into two batches.  Upon receipt of 

the first batch of data, a quartic regression and a scaled Weibull PDF regression was done 

on the time series data for each shot.  Appendix B has comparisons of the two regression 

models, and as discussed in chapter 3, the scaled Weibull PDF was selected as the better 

regression model. 

 Next, an initial meta-model based on equation 3.3 was created by doing a linear 

regression on the scaled Weibull PDF parameters.  The design factors for each shot were 

used as the regression data while the scaled Weibull PDF regression parameters for each 

shot were used as the response. Using the JMP software package, the studentized 

residuals of the resulting meta-model were analyzed to make sure that it created a proper 

fit.  The resulting plots for the X radius are in Figures 4.1 and 4.2 below. 

 

Figure 4.1 Studentized Residuals of Initial βx Meta-Model 
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Figure 4.2 Studentized Residuals of Initial γx Meta-Model 

 Both residual plots show a fairly distinct funnel shape.  As described in 

Montgomery, Peck and Vining, this shape indicates that a logarithmic transform of the 

data might improve the fit of the model [8].  As a further measure, a Box-Cox analysis 

was done on the model.  The resulting graphs, shown in Figure 4.3, show that a 

logarithmic transformation might not be the optimal transformation for the data.  

However, the logarithmic transformation would be a better fit than the untransformed 

data and it is a less complicated model than the projected optimal transform.   

 

Figure 4.3 Box-Cox Analysis of βx (left) and γx (right) for Initial Meta-Model 

 Based on this analysis a logarithmic transform of the data was taken, and the 

resulting meta-model was compared to the initial meta-model.  The transformed model is 

comparatively better than the initial model.  The relevant plots of the studentized 

residuals for this transformed model are included in Appendix C.   
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One further change was made to the initial meta-model equation in order to make 

implementation easier.  Because the model is expected to expand by including new 

materials in the future, the 𝑚𝑎𝑡𝑟𝑙 variable was removed.  Instead of the proposed 

indicator variable, each material has its own separate model.  This change makes the 

model more flexible in that models for new materials will not require new indicator 

variables to be added to the meta-model.  The above changes to the meta-model result in 

a couple of modifications to equation 3.3: 

𝑀𝑜𝑑𝑒𝑙 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 = 𝑒�𝑏0+𝑏1(𝑣𝑒𝑙)+𝑏2(𝑜𝑏𝑙𝑞)+𝑏4(𝑡ℎ𝑖𝑐𝑘)+𝑏5(𝑚𝑎𝑠𝑠)�. (4.1) 

This new meta-model equation was used in the data analysis that follows. 

 

4.2. Full Dataset Analysis 

 Because of the changes to the meta-model, the data were separated by material.  A 

scaled Weibull PDF regression model was made of each shot time series data.  This 

process created a total of 283 models (141 models for AL 2024 and 142 models for AL 

7075).  The model parameters generated were then logarithmically transformed and a 

linear regression was taken of them by using the four remaining design factors as the 

variable data.  This process created the regression coefficients of the meta-model 

equation (4.1).  These model coefficients are seen below in Tables 4.1 and 4.2.   
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Table 4.1 Meta-Model Coefficients for AL 7075 Model 

AL 7075 Coefficients 
    Radius X Z 

Coefficient βx γx βz γz 

velocity (b1) 3.19E-05 0.000177 1.53E-05 0.000317 

obliquity (b2) 0.0118981 0.034162 0.0104189 0.036506 

thickness (b4) 0.7804977 2.303488 0.3099361 2.168843 

mass (b5) 0.0015025 0.007331 0.0012836 0.007021 

intercept (b0) 1.1058738 3.395588 1.4891721 2.508509 

 

Table 4.2 Meta-Model Coefficients for AL 2024 Model 

AL 2024 Coefficients 
    Radius X Z 

Coefficient βx γx βz γz 

velocity (b1) 7.29E-06 0.000182 -4.00E-05 0.000264 

obliquity (b2) 0.0126068 0.037188 0.0113538 0.038654 

thickness (b4) 0.6632973 1.348181 0.269234 1.967688 

mass (b5) 0.0006022 0.005674 0.0004821 0.005503 

intercept (b0) 1.261354 3.531991 1.770376 2.802686 
 

Comparing the original shot data to the model generates a fairly accurate prediction of the 

size of the flash radius over time.  Two such comparisons are below in Figures 4.4 and 

4.5. 
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Figure 4.4 Predicted Radius Compared to Actual Radius of Shot T053 

 

Figure 4.5 Predicted Radius Compared to Actual Radius of Shot T069 

 
 These plot show the predicted radius in comparison to the actual data.  The Figure 

4.4 is representative of the better comparisons between the model and the data while 

Figure 4.5 shows one of the not-so-good comparisons.  Further analysis of the closeness 

of the fit between the model and the data is explored in section 4.4 on validation. 
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4.3.      Flash Position and Orientation 

 Similar to the findings of Talafuse, the position of the center of the flash over time 

only showed recognizable trends on a shot by shot basis.  Figures 4.6 and 4.7 show the X-

position and Y-position versus time for the AL 2024 model.  Because the data were not 

able to be stratified by the design factors, a simple linear regression model of the position 

was made: 

𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = 𝑏0 + 𝑏1(𝑇𝑖𝑚𝑒). (4.2) 

The coefficients for the above equation are shown below in Table 4.3.  Because of the 

randomness of the data, a stochastic model of the error could be an effective way to 

improve the model in the future.  

 

Figure 4.6 X Position vs. Time for AL 2024 Model 
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Figure 4.7 Z Position vs. Time for AL 2024 Model 

 
Table 4.3 Position Model Coefficients 

Material Coefficient X Z 

AL 7075 b0 -0.07797 0.009125 

b1 -0.00353 0.000862 

AL 2024 b0 -0.06243 0.017272 

b1 -0.00513 0.000139 
 

 The model for the flash orientation is also similar in its approach to the Talafuse 

(2011) model.  The flash orientation was assumed to be a random draw which is not time 

dependent and thus remains constant over the duration of the shot.  Initial inspection 

shows that a normal distribution might be a good fit for the data.  Figure 4.8 shows this 

fitted normal distribution. 
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 Normal (0.08753, 0.61283) 

 

Figure 4.8 Normal Distribution Fit of Flash Orientation Data 

 
As a further measure, the data were split into groups based on shot parameters and 

analyzed.  The only shot parameter that appeared to have a significant effect on the shape 

of the distribution was the angle of obliquity.  Data from shots at zero degrees of 

obliquity fit a normal distribution very well, but the data from shots at forty-five degrees 

of obliquity have a distinct bimodal tendency.  Figure 4.9 shows histograms of the 

orientation data for both fit to normal distributions.  The histogram on the left is the data 

from shots with zero degrees of obliquity and the one on the right is the data from shots 

with forty-five degrees of obliquity. 

Further analysis of the orientation model was not conducted as part of this 

research effort, but is recommended for the future. 

  
  

-1 0 1
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Normal (0.02255, 0.50004) Normal (0.11039, 0.64636) 

   
Figure 4.9 Histograms of Shot Orientation Split by Obliquity 

4.4. Validation 

4.4.1. Cross Validation 

 One of the primary concerns of the current research effort was validation.  

Because modeling of this type of event is largely unexplored it is important that the 

model be validated in any way possible. Part of this effort was using cross-validation by 

splitting the data into two batches (A and B).  Data in the batch A were used to create a 

preliminary model which was compared with the data of batch B to ensure that the model 

could adequately predict the radius.  This process was then reversed by creating a new 

model with batch B and comparing it back to the data from batch A.  Lastly, a model of 

the full dataset was created and compared to the two batch models to ensure that the full 

model improved upon the other models.  The coefficients for the batch models are shown 

in Tables 4.4 through 4.7. 
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Table 4.4 Batch A 7075 Model 

Batch A 7075 
Radius X Z 

Coefficient βx γx βz γz 

velocity (b1) 1.08E-04 0.000231 9.49E-05 0.000384 

obliquity (b2) 0.008671 0.030201 0.0069033 0.031441 

thickness (b4) 1.2629592 2.338924 0.9470502 2.367032 

mass (b5) 0.0003434 0.005474 -2.57E-05 0.004997 

intercept (b0) 0.7981806 3.419211 1.1316814 2.424562 

Table 4.5 Batch A 2024 Model 

Batch A 2024 
Radius X Z 

Coefficient βx γx βz γz 

velocity (b1) 3.07E-05 0.000103 -2.48E-05 0.000265 

obliquity (b2) 0.0147447 0.042067 0.0146086 0.043071 

thickness (b4) 1.2888738 2.127368 0.8982552 3.038564 

mass (b5) 0.0016383 0.00662 0.0012934 0.006963 

intercept (b0) 0.8440809 3.607591 1.4255022 2.337473 

Table 4.6 Batch B 7075 Model 

Batch B 7075 
Radius X Z 

Coefficient βx γx βz γz 

velocity (b1) -2.69E-05 0.000154 -4.57E-05 0.000282 

obliquity (b2) 0.0150448 0.039762 0.0136521 0.042731 

thickness (b4) 0.4525578 2.513731 -0.212193 2.164035 

mass (b5) 0.0024681 0.009465 0.0022819 0.0091 

intercept (b0) 1.3000443 3.063832 1.7467819 2.312897 
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Table 4.7 Batch B 2024 Model 

Batch B 2024 
Radius X Z 

Coefficient βx γx βz γz 

velocity (b1) -8.45E-06 0.000248 -5.44E-05 0.000266 

obliquity (b2) 0.0109048 0.033477 0.0085974 0.035137 

thickness (b4) 0.0313956 0.733536 -0.29972 0.970925 

mass (b5) -0.000253 0.004677 -0.000217 0.004231 

intercept (b0) 1.6048485 3.489756 2.0766882 3.202789 
 

 The coefficients of the models appear to be reasonably similar, but cannot be 

compared directly without calculating confidence intervals.  Appendix D has a complete 

listing of the shots associated with each batch as well as the details of the cross 

validation.  The measures used for cross validation are described below in the full model 

validation section. 

4.4.2. Full Model Validation 

 Two measures were used for this comparison.  Because of the high amount of 

variability in the data and the complicated nature of the model, R2 is not a useful statistic.  

Because of this the area under the curve of the predicted flash time series model was 

compared to the area under the curve of the time series data.  This measure can be biased 

if the shape of the actual time series data does not match the shape of the Weibull 

function.  In order to detect this bias the mean of the squared errors (MSE) was computed 

for each shot of the data using equation 4.3 below [8].   
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𝑀𝑆𝐸 =
∑ (𝑦𝑖 − 𝑦�)2𝑛
𝑖=1

𝑛 − 𝑝
=
𝑆𝑆𝑒𝑟𝑟
𝑛 − 𝑝

  (4.3) 

In equation 4.3 𝑦𝑖 is the actual radius at time step i based on the data, and 𝑦� is the 

predicted radius at the same time step.  n is the total number of data points and p is the 

number of estimators. 

 An unusually high MSE value on a shot that had very little difference in area 

would indicate that the shot data does not follow the curve of the prediction.  Both of 

these measures were computed for each shot in the dataset.  The shots were then grouped 

by design point and the measures for each shot in the design point were averaged.  Table 

4.4 shows the desired shot parameters of each design point and the shots associated with 

them.   

Table 4.8 Design Point Descriptions 

Design 
Point Vel. Obliq. Thick. Size AL 7075 Shots AL 2024 Shots 

1 4000 0 0.063 20 T062,T103,T168 T137,T190 

2 7000 0 0.063 20 T054,T093,T096,T142,T172 T048,T075,T116,T150,T183 

3 4000 45 0.063 20 T220,T224,T284,T290,T340 T195,T247,T265,T316,T339 

4 7000 45 0.063 20 T221,T225,T271,T297,T343 T204,T229,T282,T298,T330 

5 4000 0 0.25 20 T059,T088,T144 T052,T076,T100,T129,T182 

6 7000 0 0.25 20 T036,T064,T121,T129,T165 T053,T084,T117,T143,T159 

7 4000 45 0.25 20 T218,T243,T278,T308,T334 T199,T246,T255,T294,T320 

8 7000 45 0.25 20 T219,T251,T269,T291,T319 T192,T226,T266,T305,T323 

9 4000 0 0.063 40 T061,T06,T101,T167 T083,T099,T138,T164 

10 7000 0 0.063 40 T037,T068,T107,T160 T057,T080,T098,T152,T163 

11 4000 45 0.063 40 T205,T231,T268,T304,T321 T207,T230,T261,T288,T322 

12 7000 45 0.063 40 T191,T250,T285,T318,T332 T215,T241,T263,T309,T324 

13 4000 0 0.25 40 T042,T079,T102,T131,T161 T056,T065,T180 

14 7000 0 0.25 40 T034,T072,T105,T141,T178 T058,T091,T112,T133,T166 

15 4000 45 0.25 40 T200,T237,T256,T317,T336 T244,T270,T296,T328 

16 7000 45 0.25 40 T214,T242,T260,T300,T345 T222,T233,T259,T299,T327 

17 4000 0 0.063 75 T039,T082,T124,T170 none 

18 7000 0 0.063 75 T032,T090,T097,T145,T181 T049,T070,T123,T130 
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Design 
Point Vel. Obliq. Thick. Size AL 7075 Shots AL 2024 Shots 

19 4000 45 0.063 75 T208,T240,T275,T307,T338 T210,T253,T257,T312,T348 

20 7000 45 0.063 75 T197,T232,T279,T293,T326 T201,T227,T267,T311,T329 

21 4000 0 0.25 75 T031 T035,T069,T173 

22 7000 0 0.25 75 T089,T119,T158 T047,T085,T106,T134,T186 

23 4000 45 0.25 75 T209,T239,T280,T314,T341 T193,T252,T258,T292,T347 

24 7000 45 0.25 75 T211,T254,T283,T310,T346 T206,T238,T277,T301,T331 

25 4000 0 0.063 150 T051,T120,T184 T038,T071,T108 

26 7000 0 0.063 150 T046,T081,T114,T128,T177 T040,T074,T122,T169 

27 4000 45 0.063 150 T203,T248,T264,T315,T350 T217,T234,T274,T289,T333 

28 7000 45 0.063 150 T198,T223,T281,T303,T337 T213,T228,T273,T302,T349 

29 4000 0 0.25 150 T043,T078 T044,T092,T104,T147 

30 7000 0 0.25 150 T033,T063,T111,T151,T185 T045,T094,T125,T156,T189 

31 4000 45 0.25 150 T194,Y249,T272,T287,T342 T202,T235,T286,T295,T344 

32 7000 45 0.25 150 T212,T245,T276,T313,T325 T196,T236,T262,T306,T335 

 

As mentioned in the Methodology chapter, all of the design points originally had five test 

shots.  Due to a lack of usable data for some of the test shots, some of the design points 

have less than five shots worth of data.  All design points except for 21 and 17 have 

multiple shots associated with them for each model.  Design point 21 only has one shot 

for the 7075 Model and as such the average area value calculated next depends only on 

this one shot.  Similarly, design point 17 has zero shots with data in the 2024 model and 

therefore does not have an area calculation. 

 Figure 4.10 is one of the resulting bar graphs which compares the area under the 

curve of the predicted radius compared to the area under the curve of the actual flash 

data.  The graphs for all of the full models are included in Appendix E, however the other 

graphs show similar results to those shown in Figure 4.10.  
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Figure 4.10 Comparison of Area Under the Curve for X-Radius of AL 7075 Model 

In this case, the difference between the actual radius and the predicted radius is 

larger than the actual flash for one of the design points (25), but for many of the others 

this difference is very small.  As stated above, these small values could be biased, so to 

help analyze this possibility the MSE values are analyzed. Figure 4.11 shows the MSE 

values for the AL 7075 model. 
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Figure 4.11 MSE Comparison for AL 7075 Model 

The design points with high MSE values tend to be the same ones with large 

differences in the area comparison.  As such, this analysis does not indicate any 

significant bias in the area comparison. 

 Lastly, the difference between the model and data was calculated as a percent 

difference from the actual flash size.  Results of this analysis are shown in Tables 4.5 and 

4.6. 

Table 4.9 AL 7075 Validation Table 

Design 
Point 

Average 
MSEx 

Percentage Area 
Difference X Average MSEz 

Percentage Area 
Difference Z 

1 75.18098 35% 20.88594 27% 
2 203.8393 48% 202.0421 48% 
3 497.4702 15% 304.0814 56% 
4 443.5636 21% 364.4563 26% 
5 79.23281 32% 103.5714 53% 
6 341.8219 36% 184.2077 15% 
7 1039.557 57% 407.5636 73% 
8 843.8121 60% 808.7659 50% 
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Design 
Point 

Average 
MSEx 

Percentage Area 
Difference X Average MSEz 

Percentage Area 
Difference Z 

9 96.07515 49% 113.8182 61% 
10 149.2157 4% 84.74783 16% 
11 895.1966 45% 1587.156 71% 
12 551.9976 48% 1057.685 54% 
13 475.3991 60% 183.1734 64% 
14 634.2422 55% 517.4325 52% 
15 738.4809 23% 488.6838 17% 
16 497.9644 28% 1073.803 33% 
17 88.22129 26% 46.08351 37% 
18 225.8667 20% 95.99259 22% 
19 362.5555 8% 210.6621 53% 
20 1619.621 55% 2769.268 59% 
21 91.19154 41% 232.101 62% 
22 140.646 26% 267.6073 1% 
23 1215.059 2% 1494.947 34% 
24 788.5343 21% 2434.264 33% 
25 320.6481 148% 86.8982 105% 
26 680.5239 40% 484.1553 54% 
27 2081.811 7% 584.7686 1% 
28 7144.453 57% 9542.17 62% 
29 1779.696 81% 736.086 81% 
30 3846.305 56% 2397.342 50% 
31 1657.754 33% 2701.918 37% 
32 3860.635 41% 5788.227 43% 

Table 4.10 AL 2024 Validation Table 

Design 
Point 

Average 
MSEx 

Percentage Area 
Difference X Average MSEz 

Percentage Area 
Difference Z 

1 1378.409 47% 145.5494 36% 
2 497.9136 49% 208.4037 55% 
3 258.5047 40% 81.18905 20% 
4 795.2859 36% 308.1212 22% 
5 549.9913 8% 462.3149 3% 
6 75.60483 12% 121.9858 1% 
7 2562.119 45% 1212.024 48% 
8 1526.652 24% 1078.761 30% 
9 1411.913 49% 415.1763 33% 

10 920.4365 28% 2056.286 43% 
11 853.6359 37% 589.9256 57% 
12 618.6434 24% 3876.663 48% 
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Design 
Point 

Average 
MSEx 

Percentage Area 
Difference X Average MSEz 

Percentage Area 
Difference Z 

13 1430.036 16% 323.4347 28% 
14 5438.711 51% 1741.705 35% 
15 954.0566 30% 301.6687 4% 
16 185.25 49% 146.9257 47% 
17 - - - - 
18 231.9815 51% 320.1733 68% 
19 627.8537 2% 434.8686 21% 
20 735.3856 68% 980.0249 76% 
21 349.8684 27% 238.5319 20% 
22 324.2354 40% 227.9718 30% 
23 719.6601 54% 383.9309 45% 
24 2175.431 47% 5341.563 62% 
25 1259.018 38% 5151.802 59% 
26 4045.788 54% 2254.798 46% 
27 2586.016 42% 1147.176 28% 
28 755.5244 30% 1558.047 40% 
29 1147.385 10% 895.9965 19% 
30 655.7699 2% 486.4299 35% 
31 1104.242 24% 963.3159 47% 
32 2040.664 42% 968.1821 42% 

 
 The above tables show the results of the validation in a slightly different light.  

This representation of the validation shows that the area calculation for some of the 

design points may have a fair amount of bias.  Points in which the area calculation could 

have a high degree of bias are 23 and 27 in the AL 7075 model and point 30 in the AL 

2024 model.  Other than these points the area calculation appears to be a relatively good 

measure for comparison. 
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5. Conclusions, Recommendations, and Future Work 

 The current research effort into the flash created by incoming steel fragments on 

aluminum targets has produced some interesting results and a new prediction model.  

Over the course of this research effort the proposed model went through several 

iterations.  The original idea of using a quartic regression model to predict the radius of 

the flash was abandoned in favor of a scaled Weibull PDF regression model.  The meta-

model was changed from a regular linear regression using all five of the design 

parameters to a logarithmically transformed linear regression where each material has its 

own separate model.  The resulting model creates a reasonably accurate prediction of a 

flash event using the parameters of the shot.  This model was then validated and found to 

be adequate.  The model described was delivered and at the time of this report is being 

implemented into the joint survivability modeling toolbox. 

 In conclusion, based on the results of this research effort and the validation that 

was performed on those results, the model developed has been implemented into the 

FPM.  Despite some questionable amount of validity, it improves upon the FPM because 

it predicts the size and duration of the front face flash created from an incoming, non-

incendiary fragment with some degree of accuracy. 

 Future work on and development of this model is recommended.  Several things 

can be done to make this model more efficient and more effective for predicting ballistic 

impact flashes.  One small but helpful change would be changing the units of the 

incoming design parameters to metric.  Currently the input parameters are in United 

States customary units while the outputs of the model are in the metric system.  Another 
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item requiring some future work is the investigation of the bimodality of the flash 

orientation. 

 Two other areas of future work could expand and greatly improve the usefulness 

of the model.  Development of a stochastic model of the error term in model would make 

model predictions more realistic, and could lead to a more in depth understanding of the 

flash process in general.  This stochastic model would give aircraft designers more 

information so they could make more aggressive decisions with more confidence.  One 

last area of future work is the expansion of the model to include new materials.  

Composite materials in particular would be a good place to expand the current model 

because they are used often in the design of new aircraft.  A more ambitious way to 

implement this would be to attempt to add coefficients for material properties (e.g. tensile 

strength or Young’s modulus) to the meta-model.  Pursuit of any of these opportunities 

for future should improve upon the current research effort and thereby further the overall 

goal of producing a better aircraft. 
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Appendix A: Designed Experiment Details 

 
Test No. Velocity Obliquity Material Type Thickness Frag Size 

  (fps) (deg)   (in) (grain) 
T031 4000 0 7075 T651 0.25 75 
T032 7000 0 7075 T6 0.063 75 
T033 7000 0 7075 T651 0.25 150 
T034 7000 0 7075 T651 0.25 40 
T035 4000 0 2024 T351 0.25 75 
T036 7000 0 7075 T651 0.25 20 
T037 7000 0 7075 T6 0.063 40 
T038 4000 0 2024 T3 0.063 150 
T039 4000 0 7075 T6 0.063 75 
T040 7000 0 2024 T3 0.063 150 
T041 4000 0 2024 T3 0.063 20 
T042 4000 0 7075 T651 0.25 40 
T043 4000 0 7075 T651 0.25 150 
T044 4000 0 2024 T351 0.25 150 
T045 7000 0 2024 T351 0.25 150 
T046 7000 0 7075 T6 0.063 150 
T047 7000 0 2024 T351 0.25 75 
T048 7000 0 2024 T3 0.063 20 
T049 7000 0 2024 T3 0.063 75 
T050 4000 0 2024 T3 0.063 75 
T051 4000 0 7075 T6 0.063 150 
T052 4000 0 2024 T351 0.25 20 
T053 7000 0 2024 T351 0.25 20 
T054 7000 0 7075 T6 0.063 20 
T055 7000 0 7075 T651 0.25 75 
T056 4000 0 2024 T351 0.25 40 
T057 7000 0 2024 T3 0.063 40 
T058 7000 0 2024 T351 0.25 40 
T059 4000 0 7075 T651 0.25 20 
T060 4000 0 2024 T3 0.063 40 
T061 4000 0 7075 T6 0.063 40 
T062 4000 0 7075 T6 0.063 20 
T063 7000 0 7075 T651 0.25 150 
T064 7000 0 7075 T651 0.25 20 
T065 4000 0 2024 T351 0.25 40 
T066 4000 0 7075 T6 0.063 40 
T067 4000 0 7075 T651 0.25 75 
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Test No. Velocity Obliquity Material Type Thickness Frag Size 
T068 7000 0 7075 T6 0.063 40 
T069 4000 0 2024 T351 0.25 75 
T070 7000 0 2024 T3 0.063 75 
T071 4000 0 2024 T3 0.063 150 
T072 7000 0 7075 T651 0.25 40 
T073 4000 0 2024 T3 0.063 20 
T074 7000 0 2024 T3 0.063 150 
T075 7000 0 2024 T3 0.063 20 
T076 4000 0 2024 T351 0.25 20 
T077 4000 0 7075 T6 0.063 150 
T078 4000 0 7075 T651 0.25 150 
T079 4000 0 7075 T651 0.25 40 
T080 7000 0 2024 T3 0.063 40 
T081 7000 0 7075 T6 0.063 150 
T082 4000 0 7075 T6 0.063 75 
T083 4000 0 2024 T3 0.063 40 
T084 7000 0 2024 T351 0.25 20 
T085 7000 0 2024 T351 0.25 75 
T086 4000 0 7075 T6 0.063 20 
T087 4000 0 2024 T3 0.063 75 
T088 4000 0 7075 T651 0.25 20 
T089 7000 0 7075 T651 0.25 75 
T090 7000 0 7075 T6 0.063 75 
T091 7000 0 2024 T351 0.25 40 
T092 4000 0 2024 T351 0.25 150 
T093 7000 0 7075 T6 0.063 20 
T094 7000 0 2024 T351 0.25 150 
T095 4000 0 2024 T3 0.063 75 
T096 7000 0 7075 T6 0.063 20 
T097 7000 0 7075 T6 0.063 75 
T098 7000 0 2024 T3 0.063 40 
T099 4000 0 2024 T3 0.063 40 
T100 4000 0 2024 T351 0.25 20 
T101 4000 0 7075 T6 0.063 40 
T102 4000 0 7075 T651 0.25 40 
T103 4000 0 7075 T6 0.063 20 
T104 4000 0 2024 T351 0.25 150 
T105 7000 0 7075 T651 0.25 40 
T106 7000 0 2024 T351 0.25 75 
T107 7000 0 7075 T6 0.063 40 
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Test No. Velocity Obliquity Material Type Thickness Frag Size 
T108 4000 0 2024 T3 0.063 150 
T109 4000 0 7075 T651 0.25 150 
T110 4000 0 2024 T351 0.25 40 
T111 7000 0 7075 T651 0.25 150 
T112 7000 0 2024 T351 0.25 40 
T113 4000 0 7075 T651 0.25 75 
T114 7000 0 7075 T6 0.063 150 
T115 4000 0 2024 T3 0.063 20 
T116 7000 0 2024 T3 0.063 20 
T117 7000 0 2024 T351 0.25 20 
T118 4000 0 7075 T651 0.25 20 
T119 7000 0 7075 T651 0.25 75 
T120 4000 0 7075 T6 0.063 150 
T121 7000 0 7075 T651 0.25 20 
T122 7000 0 2024 T3 0.063 150 
T123 7000 0 2024 T3 0.063 75 
T124 4000 0 7075 T6 0.063 75 
T125 7000 0 2024 T351 0.25 150 
T126 4000 0 2024 T351 0.25 75 
T127 4000 0 2024 T351 0.25 20 
T128 7000 0 7075 T6 0.063 150 
T129 7000 0 7075 T651 0.25 20 
T130 7000 0 2024 T3 0.063 75 
T131 4000 0 7075 T651 0.25 40 
T132 4000 0 7075 T6 0.063 20 
T133 7000 0 2024 T351 0.25 40 
T134 7000 0 2024 T351 0.25 75 
T135 4000 0 2024 T351 0.25 75 
T136 4000 0 2024 T3 0.063 150 
T137 4000 0 2024 T3 0.063 20 
T138 4000 0 2024 T3 0.063 40 
T139 4000 0 7075 T6 0.063 75 
T140 4000 0 7075 T6 0.063 150 
T141 7000 0 7075 T651 0.25 40 
T142 7000 0 7075 T6 0.063 20 
T143 7000 0 2024 T351 0.25 20 
T144 4000 0 7075 T651 0.25 20 
T145 7000 0 7075 T6 0.063 75 
T146 7000 0 2024 T3 0.063 150 
T147 4000 0 2024 T351 0.25 150 
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Test No. Velocity Obliquity Material Type Thickness Frag Size 
T148 7000 0 7075 T6 0.063 40 
T149 4000 0 7075 T651 0.25 150 
T150 7000 0 2024 T3 0.063 20 
T151 7000 0 7075 T651 0.25 150 
T152 7000 0 2024 T3 0.063 40 
T153 4000 0 7075 T6 0.063 40 
T154 4000 0 7075 T651 0.25 75 
T155 4000 0 2024 T3 0.063 75 
T156 7000 0 2024 T351 0.25 150 
T157 4000 0 2024 T351 0.25 40 
T158 7000 0 7075 T651 0.25 75 
T159 7000 0 2024 T351 0.25 20 
T160 7000 0 7075 T6 0.063 40 
T161 4000 0 7075 T651 0.25 40 
T162 7000 0 2024 T3 0.063 75 
T163 7000 0 2024 T3 0.063 40 
T164 4000 0 2024 T3 0.063 40 
T165 7000 0 7075 T651 0.25 20 
T166 7000 0 2024 T351 0.25 40 
T167 4000 0 7075 T6 0.063 40 
T168 4000 0 7075 T6 0.063 20 
T169 7000 0 2024 T3 0.063 150 
T170 4000 0 7075 T6 0.063 75 
T171 4000 0 2024 T3 0.063 40 
T172 7000 0 7075 T6 0.063 20 
T173 4000 0 2024 T351 0.25 75 
T174 4000 0 2024 T351 0.25 150 
T175 7000 0 7075 T651 0.25 75 
T176 4000 0 7075 T651 0.25 75 
T177 7000 0 7075 T6 0.063 150 
T178 7000 0 7075 T651 0.25 40 
T179 4000 0 2024 T3 0.063 150 
T180 4000 0 2024 T351 0.25 40 
T181 7000 0 7075 T6 0.063 75 
T182 4000 0 2024 T351 0.25 20 
T183 7000 0 2024 T3 0.063 20 
T184 4000 0 7075 T6 0.063 150 
T185 7000 0 7075 T651 0.25 150 
T186 7000 0 2024 T351 0.25 75 
T187 4000 0 7075 T651 0.25 20 
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Test No. Velocity Obliquity Material Type Thickness Frag Size 
T188 4000 0 7075 T651 0.25 150 
T189 7000 0 2024 T351 0.25 150 
T190 4000 0 2024 T3 0.063 20 
T191 7000 45 7075 T6 0.063 40 
T192 7000 45 2024 T351 0.25 20 
T193 4000 45 2024 T351 0.25 75 
T194 4000 45 7075 T651 0.25 150 
T195 4000 45 2024 T3 0.063 20 
T196 7000 45 2024 T351 0.25 150 
T197 7000 45 7075 T6 0.063 75 
T198 7000 45 7075 T6 0.063 150 
T199 4000 45 2024 T351 0.25 20 
T200 4000 45 7075 T651 0.25 40 
T201 7000 45 2024 T3 0.063 75 
T202 4000 45 2024 T351 0.25 150 
T203 4000 45 7075 T6 0.063 150 
T204 7000 45 2024 T3 0.063 20 
T205 4000 45 7075 T6 0.063 40 
T206 7000 45 2024 T351 0.25 75 
T207 4000 45 2024 T3 0.063 40 
T208 4000 45 7075 T6 0.063 75 
T209 4000 45 7075 T651 0.25 75 
T210 4000 45 2024 T3 0.063 75 
T211 7000 45 7075 T651 0.25 75 
T212 7000 45 7075 T651 0.25 150 
T213 7000 45 2024 T3 0.063 150 
T214 7000 45 7075 T651 0.25 40 
T215 7000 45 2024 T3 0.063 40 
T216 4000 45 2024 T351 0.25 40 
T217 4000 45 2024 T3 0.063 150 
T218 4000 45 7075 T651 0.25 20 
T219 7000 45 7075 T651 0.25 20 
T220 4000 45 7075 T6 0.063 20 
T221 7000 45 7075 T6 0.063 20 
T222 7000 45 2024 T351 0.25 40 
T223 7000 45 7075 T6 0.063 150 
T224 4000 45 7075 T6 0.063 20 
T225 7000 45 7075 T6 0.063 20 
T226 7000 45 2024 T351 0.25 20 
T227 7000 45 2024 T3 0.063 75 
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Test No. Velocity Obliquity Material Type Thickness Frag Size 
T228 7000 45 2024 T3 0.063 150 
T229 7000 45 2024 T3 0.063 20 
T230 4000 45 2024 T3 0.063 40 
T231 4000 45 7075 T6 0.063 40 
T232 7000 45 7075 T6 0.063 75 
T233 7000 45 2024 T351 0.25 40 
T234 4000 45 2024 T3 0.063 150 
T235 4000 45 2024 T351 0.25 150 
T236 7000 45 2024 T351 0.25 150 
T237 4000 45 7075 T651 0.25 40 
T238 7000 45 2024 T351 0.25 75 
T239 4000 45 7075 T651 0.25 75 
T240 4000 45 7075 T6 0.063 75 
T241 7000 45 2024 T3 0.063 40 
T242 7000 45 7075 T651 0.25 40 
T243 4000 45 7075 T651 0.25 20 
T244 4000 45 2024 T351 0.25 40 
T245 7000 45 7075 T651 0.25 150 
T246 4000 45 2024 T351 0.25 20 
T247 4000 45 2024 T3 0.063 20 
T248 4000 45 7075 T6 0.063 150 
T249 4000 45 7075 T651 0.25 150 
T250 7000 45 7075 T6 0.063 40 
T251 7000 45 7075 T651 0.25 20 
T252 4000 45 2024 T351 0.25 75 
T253 4000 45 2024 T3 0.063 75 
T254 7000 45 7075 T651 0.25 75 
T255 4000 45 2024 T351 0.25 20 
T256 4000 45 7075 T651 0.25 40 
T257 4000 45 2024 T3 0.063 75 
T258 4000 45 2024 T351 0.25 75 
T259 7000 45 2024 T351 0.25 40 
T260 7000 45 7075 T651 0.25 40 
T261 4000 45 2024 T3 0.063 40 
T262 7000 45 2024 T351 0.25 150 
T263 7000 45 2024 T3 0.063 40 
T264 4000 45 7075 T6 0.063 150 
T265 4000 45 2024 T3 0.063 20 
T266 7000 45 2024 T351 0.25 20 
T267 7000 45 2024 T3 0.063 75 
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Test No. Velocity Obliquity Material Type Thickness Frag Size 
T268 4000 45 7075 T6 0.063 40 
T269 7000 45 7075 T651 0.25 20 
T270 4000 45 2024 T351 0.25 40 
T271 7000 45 7075 T6 0.063 20 
T272 4000 45 7075 T651 0.25 150 
T273 7000 45 2024 T3 0.063 150 
T274 4000 45 2024 T3 0.063 150 
T275 4000 45 7075 T6 0.063 75 
T276 7000 45 7075 T651 0.25 150 
T277 7000 45 2024 T351 0.25 75 
T278 4000 45 7075 T651 0.25 20 
T279 7000 45 7075 T6 0.063 75 
T280 4000 45 7075 T651 0.25 75 
T281 7000 45 7075 T6 0.063 150 
T282 7000 45 2024 T3 0.063 20 
T283 7000 45 7075 T651 0.25 75 
T284 4000 45 7075 T6 0.063 20 
T285 7000 45 7075 T6 0.063 40 
T286 4000 45 2024 T351 0.25 150 
T287 4000 45 7075 T651 0.25 150 
T288 4000 45 2024 T3 0.063 40 
T289 4000 45 2024 T3 0.063 150 
T290 4000 45 7075 T6 0.063 20 
T291 7000 45 7075 T651 0.25 20 
T292 4000 45 2024 T351 0.25 75 
T293 7000 45 7075 T6 0.063 75 
T294 4000 45 2024 T351 0.25 20 
T295 4000 45 2024 T351 0.25 150 
T296 4000 45 2024 T351 0.25 40 
T297 7000 45 7075 T6 0.063 20 
T298 7000 45 2024 T3 0.063 20 
T299 7000 45 2024 T351 0.25 40 
T300 7000 45 7075 T651 0.25 40 
T301 7000 45 2024 T351 0.25 75 
T302 7000 45 2024 T3 0.063 150 
T303 7000 45 7075 T6 0.063 150 
T304 4000 45 7075 T6 0.063 40 
T305 7000 45 2024 T351 0.25 20 
T306 7000 45 2024 T351 0.25 150 
T307 4000 45 7075 T6 0.063 75 
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Test No. Velocity Obliquity Material Type Thickness Frag Size 
T308 4000 45 7075 T651 0.25 20 
T309 7000 45 2024 T3 0.063 40 
T310 7000 45 7075 T651 0.25 75 
T311 7000 45 2024 T3 0.063 75 
T312 4000 45 2024 T3 0.063 75 
T313 7000 45 7075 T651 0.25 150 
T314 4000 45 7075 T651 0.25 75 
T315 4000 45 7075 T6 0.063 150 
T316 4000 45 2024 T3 0.063 20 
T317 4000 45 7075 T651 0.25 40 
T318 7000 45 7075 T6 0.063 40 
T319 7000 45 7075 T651 0.25 20 
T320 4000 45 2024 T351 0.25 20 
T321 4000 45 7075 T6 0.063 40 
T322 4000 45 2024 T3 0.063 40 
T323 7000 45 2024 T351 0.25 20 
T324 7000 45 2024 T3 0.063 40 
T325 7000 45 7075 T651 0.25 150 
T326 7000 45 7075 T6 0.063 75 
T327 7000 45 2024 T351 0.25 40 
T328 4000 45 2024 T351 0.25 40 
T329 7000 45 2024 T3 0.063 75 
T330 7000 45 2024 T3 0.063 20 
T331 7000 45 2024 T351 0.25 75 
T332 7000 45 7075 T6 0.063 40 
T333 4000 45 2024 T3 0.063 150 
T334 4000 45 7075 T651 0.25 20 
T335 7000 45 2024 T351 0.25 150 
T336 4000 45 7075 T651 0.25 40 
T337 7000 45 7075 T6 0.063 150 
T338 4000 45 7075 T6 0.063 75 
T339 4000 45 2024 T3 0.063 20 
T340 4000 45 7075 T6 0.063 20 
T341 4000 45 7075 T651 0.25 75 
T342 4000 45 7075 T651 0.25 150 
T343 7000 45 7075 T6 0.063 20 
T344 4000 45 2024 T351 0.25 150 
T345 7000 45 7075 T651 0.25 40 
T346 7000 45 7075 T651 0.25 75 
T347 4000 45 2024 T351 0.25 75 
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Test No. Velocity Obliquity Material Type Thickness Frag Size 
T348 4000 45 2024 T3 0.063 75 
T349 7000 45 2024 T3 0.063 150 
T350 4000 45 7075 T6 0.063 150 
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Appendix B: Comparisons of Weibull and Quartic Regressions 
T097 Quartic 
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T127 Quartic 

 
 

T127 Weibull 
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Appendix C:  Residual Analysis of Meta-Model 
Transformed Meta-Model Residuals 
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Appendix D:  Cross Validation Figures 
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Appendix E:  Full Model Validation Charts and Figures 
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